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Dear Editor 

The rapid integration of Artificial Intelligence (AI) 

into medical sciences, while promising 

transformative breakthroughs in early diagnosis 

and personalized treatments (1), introduces a 

profound ethical and legal challenge: the 

management of the vast, sensitive, and 

unprecedented volume of health data and the 

preservation of patient privacy. The nature of this 

data, which includes clinical records, radiological 

images, genetic data, and even data from wearable 

health devices 2, extends beyond traditional 

identifiable information. It possesses the capability 

to reconstruct a comprehensive profile of an 

individual, rendering complete and permanent de-

identification virtually impossible (1). 

This massive volume of information has become 

the main fuel for deep learning algorithms, but any 

breach or disclosure could lead to serious 

discrimination in access to insurance, employment, 

and even judicial decision-making (2). The lack of 

Transparency regarding how these data are 

processed and analyzed by the algorithms, which 

often function as a "black box," erodes the trust of 

both patients and physicians (3). Healthcare 

providers cannot understand the AI's decision-

making process, which not only hinders clinical 

adoption but also creates a legal gray area 

concerning accountability in the event of diagnostic 

or therapeutic error (4). 

The current legal challenge stems from the fact 

that existing privacy laws were not designed to 

address advanced algorithms and real-time data 

collection (1, 4). AI constantly outpaces existing 

legal frameworks by creating novel methods of 

knowledge extraction from raw data. Furthermore, 

due to their reliance on large data networks, AI 

tools are exposed to advanced cyberattacks, which 

could lead to the mass disclosure of confidential 

data (5). Consequently, in the absence of a robust 
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and up-to-date data governance framework, AI's 

potential to improve public health is accompanied 

by the risk of undermining human dignity and 

violating fundamental patient rights (6). 

To ensure that AI innovations advance with 

ethical and legal compliance, urgent measures must 

be taken to establish a comprehensive regulatory 

framework. This requires formulating a new, 

dynamic model of informed consent that goes 

beyond a one-time agreement, allowing patients 

continuous and informed control over how their 

data is used at different stages of AI training and 

deployment. Concurrently, developers must be 

mandated to embed privacy protection at the core 

design of every AI tool, which means utilizing 

advanced privacy-preserving techniques such as 

differential privacy and federated learning for on-

premise data processing. Additionally, a multi-

disciplinary oversight body composed of ethics, 

legal, computer science, and clinical experts must 

be established, ensuring that every AI tool 

undergoes a rigorous and transparent ethical and 

technical assessment and approval process before 

entering the clinical environment, thereby 

preventing potential biases and algorithmic errors. 

These measures will not only protect patients 

against misuse but also provide the necessary trust 

for the sustainable and safe advancement of this 

vital technology in society. 
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 یخصوص میحفظ حر یبرا یاخلاق نیقوان نی: ضرورت تدوتمیفراتر از الگور

 یسلامت در عصر هوش مصنوع یهاداده 

 ، 4*، امیرمحمددرستی3، امین سهیلی2، حامد قلیزادگوگجه یاران1میر امیرحسین سید نظری

 5رسول اصغری
 رانیا ،یخو ،یخو یدانشکده علوم پزشک ،یجراح یداخل یگروه پرستار 1
 .رانیا ز،یتبر ز،یتبر یدانشگاه علوم پزشک ،ییدانشجو قاتیتحق تهیکم 2
 رانیا ،یخو ،یخو یدانشکده علوم پزشک ،ییدانشجو قاتیتحق تهیکم ،یگروه پرستار ار،یدانش 3
 رانیا ،یخو ،یخو یدانشکده علوم پزشک ،ییدانشجو یو فناور قاتیتحق تهیکم ،یو جراح یداخل یارشد پرستار یکارشناس یدانشجو 4
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 ؛یهوش مصنوع

  ؛یاخلاق پزشک

 ها؛ داده یخصوص میحر

 سلامت؛  یهاداده

 (تمی)الگور اهیجعبه س

 

 
 تمامی حقوق نشر برای دانشگاه 

 علوم پزشکی اراک محفوظ است.

سه ارانی زادگوگجهی، قلنیرحسیام ریم ینظر دیسارجاع:  ست، نیام یلیحامد،  صغر، رمحمدیام یدر سول یا ضرورت تدوتمیفراتر از الگور. ر ص میحفظ حر یبرا یاخلاق نیقوان نی:   یهاداده یخصو

 .323 -320(: 5) 28؛ 1404 اراک مجله دانشگاه علوم پزشکی. یسلامت در عصر هوش مصنوع

 

 نامه به سردبیر

در علوم  AI( Artificial Intelligence) ادغام سررریه هوش مصررنوعی

عده با و ند  گام و های تحولپزشرررکی، هر  آفرین در تشررر یو زودهن

صیدرمان ش  ست سازیهای  ، اما یک  الش اخلاقی و (1)شده همراه ا

سررابقه مدیریت حجم عظیم، حسرراو و بی :حقوقی عمیق را به همراه دارد

ها، که های سررلامت و حفظ حریم خصرروصرری بیماران. ماهیت این دادهداده

صاویر رادیولوژی، داده سوابق بالینی، ت های ژنتیکی و حتی اطلاعات شامل 

، فراتر از اطلاعات هویتی سنتی است (2)های سلامت فردی است پوشیدنی

ست؛ امری که هویت سازی پروفایل کامل یک فرد را دارا زدایی و قابلیت باز

 .(1) سازدها را عملاً ناممار میکامل و دائم آن

صلی الگوریتم های یادگیری این حجم گسترده از اطلاعات به سوخت ا

تواند منجر به تبعیض عمیق تبدیل شده است، اما هر گونه نقض یا افشا، می

های قضایی شود گیریجدی در دسترسی به بیمه، است دام و حتی تصمیم

یت(2) فاف قدان شررر در مورد  گونگی پردازش و  (Transparency) . ف

  «جعبه سرریاه»ها، که اغلب به صررورت ها توسررا الگوریتمتحلیل این داده

. کادر (3)کند کنند، اعتماد بیماران و پزشرررکان را تضرررعی  میعمل می

صمیدرمان نمی صنوعی را درک کنند، و این متوانند فرآیند ت گیری هوش م

سئله نه تنها مانه از پذیرش بالینی می ستری م شود، بلکه یک منطقه خاک

پذیری در صررورت بروز خطای تشرر یصرری یا حقوقی در مورد مسررئولیت

 .(4) کنددرمانی ایجاد می

صی صو ست که قوانین فعلی حریم خ   الش حقوقی موجود در این ا

با الگوریتم هه  ته و جمهبرای مواج ظهآوری دادههای پیشررررف ای های لح

شده صنوعی با (4 ،1)اند طراحی ن ست راج ایجاد روش. هوش م های نوین ا

شی میهای خام، دائماً از  ار وبدانش از داده گیرد. های قانونی موجود پی

ای های دادهعلاوه بر این، ابزارهای هوش مصررنوعی به دلیل اتکا به شرربکه

تواند منجر به بزرگ، در معرض حملات سایبری پیشرفته قرار دارند، که می

مافشرررای گروهی داده نه شرررود های محر یک (5)ا یاب  جه، در غ . در نتی

صنوعی برای های محکم و به ار وب حکمرانی داده سیل هوش م روز، پتان

بهبود سلامت عمومی با خطر تضعی  کرامت انسانی و نقض حقوق بنیادی 

 .(6) ستبیمار همراه ا

 سردبیرنامه به 
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های هوش مصنوعی با رعایت اصول اخلاقی برای تضمین اینکه نوآوری

رود، ضررروری اسررت که اقداماتی عاجل در جهت ایجاد قوقی پیش میو ح

صورت پذیرد. این امر نیازمند تدوین یک مدل  یک  ار وب نظارتی جامه 

ضایت یک ست که فراتر از ر ضایت آگاهانه ا شد و به جدید و پویا از ر باره با

هایشررران در مراحل م تل  بیماران اجازه دهد تا بر نحوه اسرررتفاده از داده

کارگیری هوش مصنوعی کنترل مستمر و آگاهانه داشته باشند. آموزش و به

دهندگان را موظ  کرد که حفاظت از حریم خصوصی همزمان، باید توسعه

را در هسرررته طراحی هر ابزار هوش مصرررنوعی قرار دهند، که به معنای 

های پیشرفته حفظ حریم خصوصی مانند حریم خصوصی استفاده از تکنیک

ها در محل است. علاوه بر این، یادگیری فدرال برای پردازش داده تفاضلی و

ای متشکل از مت صصان اخلاق، باید با تشکیل یک نهاد نظارتی  ند رشته

بل از ورود  بالینی، هر ابزار هوش مصرررنوعی ق کامپیوتر و  ه بحقوق، علوم 

ید اخلاقی و فنی دقیق و تأی یابی و  ند ارز یک فرآی حت  بالینی، ت  محیا 

 اف قرار گیرد تا از تعصرربات احتمالی و خطاهای الگوریتمی جلوگیریشررف

ستفاده محافظت .شود سوءا کند، یماین اقدامات نه تنها بیماران را در برابر 

نیز در  بلکه اعتماد لازم برای پیشررربرد پایدار و ایمن این فناوری حیاتی را

 .آوردجامعه فراهم می

 سهم نویسندگان
 علمرری، مقالرره، ارائرره مطالررب یررنا یطراحرر در یسررندگاننو تمامی

رهته ر ر ی ر ر ه خط ر ررو تجد ینس ر ر ه نها یدنظ ر رینس ر ره  ی ر ت ورصب

 .اندمشررارکت داشررته مسرراوی

 

 تضاد منافع
 .مقاله تعارض منافه ندارد ینا یسندگان،اظهار نو بنابر

 

 سهم نویسندگان
 .داشتندنقش  ی مقالههاقسمت یدر تمام سندگانینو یتمام
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